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Title

**An analysis to determine if in the past decade (2012-2022) that the application of Machine Learning techniques for Credit Card Fraud detection have improved in accuracy and performance.**

Abstract

*Objectives*

This review describes Machine Learning techniques that were applied from 2012 – 2017 to build models to detect credit card fraud, then and compares them against emerging approaches documented circa 2020. The objective is to determine if the more modern ML strategies are delivering significantly better performance, despite possible limitations due to their inherent complexities.

*Methods*

ML detection Models were built based on American and European datasets, where fraud is considered to be the unauthorised use of card services by a third party.

A very significant characteristic of all these datasets is that instances of fraud only make up very small proportion of the total record set. Hence, data resampling considerations are a factor throughout the review.

The first two papers employed what the authors themselves described as ‘traditional’ ML Classification approaches. The third paper looks at an ensemble approach to resampling and anomaly detection. The fourth paper moves into the more contemporary approach of using Neural Networks. The last paper looks at recent algorithm optimisations to avoid resampling of imbalanced data and circumvent possible data corruption. Further research papers are included in the analysis to add context to the assumptions made by the various authors.

*Results*

Comparing the findings across the review is challenging as authors use datasets of varying sizes and a selection of model comparison criteria. However, F1 Scores, from the best performing models, show a steady increase from 0.767 with enhanced resampling and feature reduction, up to 0.849 when Neural Network approaches are employed, and a score of 0.941 with an Optimised XGBoost (OXGBoost) algorithm.

*Conclusion*

All metrics in this review need to be considered in the context of their research experiments, but an upward trend over time in fraud detection is evident.

The more recent Neural Network approaches perform and have crucial benefits in terms of computation efficiency.

However, Neural Network predictions can be difficult to audit. The OXGBoost approach has the benefit of both greater transparency and the avoidance of data corruption through resampling. Both techniques are therefore emerging area of interest for further research.
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# Introduction

* *A concise* ***definition of a topic*** *under consideration (this may be a descriptive or argumentative thesis, or proposal), as well as the* ***scope*** *of the related literature being investigated. (Example: If the topic under consideration is ‘women’s wartime diaries’, the scope of the review may be limited to published or unpublished works, works in English, works from a particular location, time period, or conflict, etc.)*
* *The introduction should also note intentional* ***exclusions****. (Example: “This review will not explore the diaries of adolescent girls.”)*
* *Another purpose of the introduction is to state the* ***general findings*** *of the review (what do most of the sources conclude), and comment on the* ***availability*** *of sources in the subject area.*

Credit Card fraud remains an evolving multi-billion Euro challenge each year, in terms of lost revenue and reputation, for global Financial Institutions and their customers.

‘*Fraud’* in the domain of this literature review is defined as a historical credit card event, reported to the card provider, in which a third party has conducted a transaction (online or in person) without the permission of the card holder.

As of 2021, because of data confidentiality concerns, there are still relatively few historical credit card fraud datasets upon which to conduct Machine Learning experiments for fraud detection. In addition, fraudsters are continuing to adapt their techniques and need for real-time (or near real-time) protection continue to grow.

A further complication is that, although the record sizes in the datasets in this review vary from tens of thousands to more than 10 million, a high proportion of historical fraud datasets are also highly imbalanced, often with less than 1% of records reflecting incidents of actual fraud.

The historical datasets used in this literature review are sourced from credit card operators providing services in the European and American marketplaces. Therefore any fraud patterns that are specific to others markets, such as those in Africa and Asia, will not be considered. Neither does any research in this review focus on debit card or prepaid card transactions.

Therefore, the drive in this area of research is to produce continuously more sophisticated Machine Learning models that will respond to all of these challenges and offer the best fraud detection performance.

This article looks at five major studies, conducted from 2012-2020, which recommend a series of feature engineering and algorithm selections refinements to better detect credit card fraud, and tackle the inherent imbalance challenge. The objective is to show how ongoing research in the past decade is responding to need to generate more accurate and performant fraud detection applications in this domain.

# Concept A: Imbalance and Resampling Challenge

* *There are many ways to organize the evaluation of the sources.* ***Chronological and thematic approaches*** *are each useful examples.*
* *Each work should be critically summarized and evaluated for its* ***premise****,* ***methodology****, and* ***conclusion****. It is as important to address inconsistencies, omissions, and errors, as it is to identify accuracy, depth, and relevance.*
* *Use logical connections and* ***transitions*** *to connect sources.*

# Concept B: Too Many Features

# Concept C: Neural Networks and Auditing

# Conclusion: Better ways to capture CC Fraud?

* *The conclusion* ***summarizes the key findings*** *of the review in general terms. Notable commonalities between works, whether favourable or not, may be included here.*
* *•This section is the reviewer’s opportunity to* ***justify a research proposal****. Therefore, the idea should be clearly re-stated and supported according to the findings of the review.*

The computation speed demonstrated in the Neural Network experiments has implications in terms of real-time detection applications.

This review presents compelling arguments that Neural Networks, more often used for image classification, can deliver solutions that are both more accurate and, crucially, much faster at detection credit card fraud.

Neural Network solutions can be criticised for lack of auditability in terms of classifications, and that remains a problem in this domain, but the potential is obvious.
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